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Abstract

In this paper, we define a capability we call ‘cross-context deduction’, and we argue that

cross-context deduction is required for large language models (LLMs) to be able to do philos-

ophy well. First, we parse out several related conceptions of inferential reasoning, including

cross-context deduction. Then, we argue that cross-context deduction is likely to be the most

difficult of these reasoning capabilities for language models and that it is particularly useful in

philosophy. Finally, we suggest benchmarks to evaluate cross-context deduction in LLMs and

possible training regimes that might improve performance on tasks involving cross-context de-

duction. Overall, this paper takes an initial step towards discerning the best strategy to scalably

employ LLMs to do philosophy.

1 Introduction

Neural networks already help in many areas of academic research, particularly in empirical and

scientific disciplines. For instance, they assist in climate modeling by analyzing vast datasets to

predict future climate patterns (S. Chen et al. 2023), genomics by identifying gene functions (Liu et

al. 2024), medical diagnostics by assessing patient data (Gupta et al. 2024), and ecology by predicting

species distributions (Sastry et al. 2023). And, certainly, existing systems (primarily LLMs) help

current working philosophers. We run our papers through GPT to check for unnecessary jargon; we

(nervously) ask it to format citations. But LLMs are still yet to come up with many independent

philosophical contributions.

The precise reasons for this lack of philosophical contribution are under-studied — as are the

potential capabilities that might rectify it. We propose a core capability that we hypothesise (1)

LLMs do not currently possess to a significant degree, and (2) would make LLMs substantially better

at philosophical reasoning. Considering the capabilities necessary for LLMs to philosophize is not

only the first step to harnessing their eventual contribution, but also sheds light on the underlying

nature of philosophical reasoning itself.
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In the following section, we discuss types of inferential reasoning and distinguish between several

types of deduction, including ‘cross-context’ deduction. Next, we discuss cross-context deduction in

the context of LLMs and we discuss how improvements in that particular capability would, much

more than improvements in other capabilities, allow LLMs to contribute to philosophy. Finally, we

propose tests for LLM cross-context deduction and possible techniques that might selectively help

improve it.

2 Types of inferential reasoning

In this section, we distinguish between several types of inference. First, we briefly set out the

distinctions common in the existing philosophical literature. Then, we set out a new parsing that, we

argue, better accounts for the specific features of the way ML systems make reasoned inferences. This

alternative categorization lets us talk more fluently about LLM’s potential philosophical capabilities,

and the ways those capabilities necessarily make the practice of doing philosophy different from what

we as humans are used to.

2.1 Deduction, induction, abduction

Throughout most of the history of philosophy, methods of inference were divided into what we would

now consider to be, roughly, deduction and induction. Aristotle, for example, (although mostly

known for his contributions to deductive logic) divided valid arguments into, on one hand, those

from universals to particulars (deduction) and, on the other, those from particulars to universals

(induction) (Ross 1951). For the past century, philosophers have also attended to a third kind of

inference—namely abductive inference. Abductive reasoning relates to our way of coming up with

and evaluating explanations for phenomena in light of various desiderata for explanations.1 Like

inductive arguments, and unlike deductive ones, abductive ones do not imply that their conclusions

are necessarily true simply because their premises are. In a deductive argument, knowing the

premises are true necessarily implies the conclusion is true—whatever the truth of other facts I

might learn in the future. This is called monotonicity: if A deductively implies B, then if A is true,

B must also be true whatever the truth values of all other facts.

Inductive (and abductive) inferences allow us to draw patterns from datasets. We might notice,

for example, that people who spend time in the sun have more often developed skin cancer than

similar people who avoid the sun; and we might then inductively infer that people in the future will

probably continue this trend. This makes induction extremely useful in disciplines related to drawing

patterns from empirical data—such as certain parts of biology, history, and psychology.2 Deductive

1. Some, e.g., Harman (1965) have argued that induction is a special case of abduction; and it is plausible that the
reverse is true, and abduction is a special case of induction. The particulars are not important for this paper. What
is important is that the distinction between deduction and these other forms of reasoning is clear.

2. This is a somewhat contentious debate in the philosophy of science. Some, e.g., Popper (1959) have argued that
empirical disciplines go astray when they rely on induction rather than deduction. We agree with more recent philo-
sophical work, e.g., Salmon (1981) that—although deduction plays an important role in science and other empirical
disciplines, induction and abduction play leading roles. In any case, such questions of disciplinary lines are somewhat
beside the point: induction and abduction allow us to draw patterns—however you classify the discipline of such
pattern-drawing.
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reasoning, in contrast, is particularly useful in fields such as mathematics and analytic philosophy,

where a number of facts are assumed and then used to deduce subsequent conclusions. Of course,

these comparisons are generalizations: induction is often useful in philosophy and mathematics

(say, to hypothesize a conclusion that might eventually be proven); and deduction is often useful in

empirical disciplines (say, to conclusively disprove a hypothesis). Nevertheless, these examples give

a flavour of where we typically see these types of reasoning at work.

One potential limitation of deductive reasoning is a difficulty in dealing with matters of proba-

bility. To see this limitation, consider this example of a potential deductive argument:

Premise 1: I flip the fair coin on the table.

Premise 2: If it turns up heads, I roll the six-sided fair die also on the table. (If it turns up

tails, I do nothing.)

Conclusion: there is a 1/12 chance that I roll a six.

This argument, as written above, is not deductively valid because it violates the property of

monotonicity. Let’s say we add another fact, which I learn:

Premise 3: When I flip the coin, I get a head.

Here, the conclusion is false: the probability is now 1/6, not 1/12. So the original argument

violated monotonicity. This kind of argument shows deduction’s limited ability to elegantly deal

with probabilities or reasoning about what might happen in the future. In order for the argument

above to be deductively valid, we would have had to add many more premises that account for each

possible course of events. Or, we could add times to the premises, to say that before I flip, the

probability is 1/12. In any case, deductively valid arguments about probability and the future are

often convoluted. Many have proposed compelling ways of writing probabilistic deductive arguments

(Nilsson 1986; Boričić Joksimović, Ikodinović, and Stojanović 2024).3 Such accounts usually require

a deductive system to keep track of many more conditional lines of argument than is required in the

case of regular (deterministic) deduction, but otherwise retain much of the structure of standard

deductive reasoning.

Regardless of which kind of inference is at work, there is an additional piece needed for inference

to work: the reasoner’s ability to think of which facts might be relevant. Sometimes, theories

(scientific, historical, mathematical) are supported or disproven by some seemingly irrelevant fact.

Here, the reasoner draws their attention to this prima facie unrelated fact and realises its relevance.4

Such cross-context inferences, between two surprisingly related facts, is important when using either

3. Even Aristotle, though he did not say much of how probabilistic deduction might work, did in places write
assuming it’s existence (Ross 1951).

4. This is related to the concept for which Peirce (1903) originally used the term ‘abduction’. However, since Peirce,
the notion of abduction has sufficiently shifted as to no longer crisply point at this process of realising relevance.
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induction or deduction.5 We introduce more precise notions of “cross-context induction” and “cross-

context deduction” in the next section, specifically with reference to inference in LLMs.

2.2 Different types of inference in LLMs

In order to discuss inference in LLMs, we first delineate two different settings in which LLMs do

inference. One setting is in-context, once a LLM has already been trained.6 Here, the LLM’s

parameters have been set, and it infers a continuation of a given text (referred to as the context)

through a series of forward passes, each of which allow for a prediction of the next word (or token)

in the text. The other setting in which inference can occur is during training itself, where an

LLM’s parameters are updated through a series of optimisation steps (also known as gradient steps

or backward passes) in such a way that the LLM becomes better at predicting the next token in

the training data. We briefly consider deductive and inductive inference in both in-context and

cross-context situations in turn.

Valid deductive inference in-context is now straightforward. It is worth noting that this was

not always the case: earlier LLMs, even as late as GPT3, struggled to make valid deductions. But

Morishita et al. (2024) successfully show that finetuning an LLM based on formal logic quickly

improves in-context deduction. And the most recent models, including GPT4 and Claude 3 Opus,

both fluidly use deductive capabilities, e.g. to solve previously-unseen mathematics or coding tasks.

If all the premises already exist within the context, then the LLM is well able to combine these

premises: combining previous parts of text to find plausible conclusions (or continuations) of the

context is, after all, what it is trained to do.7 The particular success that LLMs have at coding

(M. Chen et al. 2021) also shows LLMs ability to do in-context deduction.

Inductive inference in-context is a little harder, although LLMs are getting more and more

capable of it. In the literature, such in-context inductive inference is generally called in-context

learning. Defined most broadly, in-context induction is just what sequence models (such as LLMs)

are trained for: using earlier tokens to figure out what later ones will be. However, when LLMs

begin to implement particular algorithms to best make use of the previous tokens — such as they

do when following a pattern or continuing a sorting task — this algorithm-implementation can

meaningfully be thought of as different from simple token prediction (Olsson et al. 2022). This is

the thing generally referred to as in-context learning. The main bottleneck to successful induction is a

model’s ability to discern what is relevant and what is not: what should it make inductive inferences

based on? Various methods can be used to improve on this, including improving other kinds of

reasoning ability. In fact, in order to improve in-context induction, Sun et al. (2024) finetuned on

deduced data, and this deduction-based data improves LLM’s inductive performance. Learning to

make valid deductive inferences helps a model understand what inductive inferences it should make.

5. We omit discussion of abduction in what follows. In most places in this paper (though not in the literature more
broadly), it can be considered along side induction. Where it diverges, it is unimportant for this paper.

6. In the ML literature, this setting is also called “inference”. We stick to “in-context” to avoid confusion with the
philosophical term by the same name. Crucially, as we discuss in this section, philosophical inference can occur in
settings that are not in-context.

7. In particular, the attention mechanism (present in almost all contemporary LLMs) is by its nature well-suited
for this.
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So, in-context induction (i.e. in-context learning) is a present and improving capability in LLMs.

In contrast to in-context inferences, cross-context induction and deduction both happen either

between distinct steps of training or between a step of training and in deployment, once training has

been completed.8 So, to understand cross-context inference, we first set out some starting points

about how LLMs learn during their training. It is not entirely clear what happens when an LLM is

trained. Some preliminary evidence (Wu et al. 2024) suggests that LLMs as recent as GPT4 could

simply learn to recite forms of reasoning that it has seen without itself reasoning. However, some

authors (e.g., Grosse et al. (2023), Burns et al. (2022)) argue that this cannot account for LLMs

generalisation performance (for example, their ability to solve mathematics problems not contained

in their training data), and thus LLMs must be doing something more complicated than simple

parroting under the hood. One plausible case is that an LLM has a notion of “truth” with respect

to a “world model” in which it keeps track of statements with truth value and assigns consistent

probabilities to them (Burns et al. 2022). The LLM updates the probabilities it assigns to different

propositions in its world model based on inferences during training. It is in the light of this world

model that we discuss cross-context induction and deduction.

We begin with cross-context induction. While the forward pass of an LLM (its behaviour given

one context) is not necessarily induction since it can implement any algorithm, ML overall is a

fundamentally inductive process. During training, an LLM’s parameters are updated again and

again based on different batches of data. Each update (gradient step) is making an inductive

inference about how the LLM should behave on future steps based on how it should have behaved

on the last step in order to accurately predict the data.9 In their paper on implicit metalearning,

Krasheninnikov et al. (2023) compellingly show that these inferences are incorporated into the LLM’s

world model. In particular, they show that an LLM gets better and better at picking up on clues

about the accuracy of a source and gets commensurately better at updating facts in its world model

to the correct degree. (For example, LLMs notice that grammatically correct data tends to be more

accurate than grammatically incorrect data. So, if an LLM sees a fact in a grammatically correct

piece of text, it will update its probability on that fact more than if it had seen it in a grammatically

incorrect one.) Berglund et al. (2023) corroborate these results and refer to cross-context induction

as “shallow out-of-context reasoning”. These results (along with others, e.g., Burns et al. (2022)

and Li et al. (2022)) show that LLMs do indeed do cross-context induction — as we would expect

given the fundamentally inductive nature of ML training.

Finally, we turn to cross-context deduction: the capability we eventually argue is necessary for

LLM philosophy. Cross-context deduction is the ability for an LLM to make logical deductions from

a set of premises that appear across different contexts. There are two ways this can happen. First,

an LLM can update its world model based on logical deduction made from premises that appear in

different training steps. Berglund et al. (2023) refer to a basic version of this ability as “sophisticated

out-of-context reasoning”, and provide preliminary evidence that whilst this kind of reasoning can

occur in LLMs, LLMs are generally bad at it. (This is discussed further in section 3.2.) Second, an

8. Of course, deduction can happen with only one premise. For example, for some premise A, the deduction
¬¬A → A has one premise. However, cross-context deduction (discussed below) requires multiple premises.

9. Mandt, Hoffman, and Blei (2017) argues that, in the limit of infinite training steps, this approaches optimal
Bayesian induction.
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LLM can combine premises that appear across the training data with a premise provided in-context

(for instance, by the user once the model has been deployed) to draw deductively valid conclusions

in that same context. This second kind closely resembles what Li et al. (2022) call “controllability”:

the ability which allows a user to interact with an LLM’s world model through the prompt at

deployment. In the first type of cross-context deduction, the gradient updates must be such that

the LLM’s world model is updated on cross-context deductions, whilst in the second the activations

and subsequent text output must provide deductively valid conclusions. In section 3 below, we both

discuss cross-context deduction’s relevance to philosophy and argue that it is particularly difficult

for LLMs.

Induction Deduction

In-Context
In-Context Induction
In-Context Learning
(Olsson et al. 2022)

In-Context Deduction
(Morishita et al. 2024)

Cross-Context

Cross-Context Induction
Shallow Out-of-Context Reasoning

(Berglund et al. 2023)
Or simply “Learning”

Cross-Context Deduction
Sophisticated Out-of-Context Reasoning

(Berglund et al. 2023);
Controllability (Li et al. 2022)

Table 1: A 2x2 table showing in-context and cross-context induction and deduction respectively,
along with terms used for these phenomena in the ML literature.

3 Cross-context deduction

Why is cross-context deduction so important for LLMs to do philosophy? And to what extent can

they do it already? These are the questions taken up in this section.

We argue, first (Section 3.1), that cross-context deduction is uniquely useful for philosophy

(especially for an LLM to do philosophy); and, second (Section 3.2), that LLMs currently have limited

abilities to do cross-context deduction. Taken together, these points suggest that increasing LLMs

ability to do cross-context deduction would substantially improve their ability to do philosophy.

3.1 Cross-context deduction as central to LLM philosophising

Deduction, as opposed to induction, is the characteristic type of reasoning in philosophy. While we

very often make an observation based on some experience and use that observation to exemplify

or clarify a broader point, we very rarely attempt to universally generalise from a pattern amongst

particulars.10 This is in contrast to much of empirical science, where (although deduction plays a

role) it is more characteristic to hypothesise a universal from particulars (Salmon 1981). Within

deduction, it is cross-context that most characterises philosophy, where the sign of much good

philosophy is to start with several simple premises from different fields or different parts of everyday

10. With the exception of experimental philosophy. And, more arguably, with the exception of ethics, see, e.g., I.3
of Aristotle (1999).
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life and work from those simple premises to surprising conclusions.11 After all, facts about expensive

shoes and children starving in Africa would, at first, not seem to have much in common.12

One could argue that cross-context deduction is equally central to mathematics. Mathematics is

deductive: mathematical theorems follow from axioms, and no new fact can disprove a mathematical

theorem (assuming there were no errors in the proof). And novel mathematical proofs often involve

combining theorems from different areas of mathematics, which is — to be clear — cross-context

deduction. However, another important and difficult component of good mathematics is making

complex deductive arguments where the vague outline is already clear, but much work has to be

done to ensure that there are no holes in the proof and that each outlined step consists of deductively

valid substeps. At this, LLMs show promise: recent work uses them in proof verification, and there

are signs of proof verification expanding into proof writing itself (Welleck and Saha 2023).

So cross-context deduction is comparatively more important for philosophy than for other disci-

plines. Note, of course, that saying it is ‘comparatively’ more useful in philosophy does not imply

it is not also useful in other disciplines. It is certainly also useful in mathematics and empirical

subjects: to disprove conjectures based on surprising results from a seemingly unrelated field, or to

combine seemingly unrelated facts to deduce new results. Nevertheless, the fact that fields other

than philosophy typically use comparatively more induction or in-context induction means that, even

if LLMs cannot help with the portion requiring cross-context deduction, they can still substantially

help by automating other parts of the research process in those fields (induction in the case of much

scientific research, in-context deduction in mathematics).

One might argue that, although cross-context deduction might be important, LLMs are still

bottlenecked by something else. For example, humans are often more bottlenecked by an ability

to sense ex ante which arguments might lead to conclusions of philosophical significance. But

it is plausible that LLMs do not face this bottleneck in the same way because LLMs can follow

thousands of chains of complex reasoning in the amount of time it would take a human to follow

one. This allows LLM philosophers to sort their conclusions into ‘significant’ and ‘insignificant’ after

constructing sound arguments for them. Sorting conclusions in this way relies on a weaker form

of the ‘importance-spotting’ sense, since the human version must act ex ante, on only suspected

conclusions. In short, LLM philosophising will likely look fundamentally different from human

philosophising because human cognition is different to LLM cognition. The specific differences mean

that LLMs don’t face as strong a version of the ‘importance-spotting’ bottleneck. Their bottleneck

is more likely to be cross-context deduction itself.

3.2 Signs of limited current capabilities

In this section, we discuss intuitions and experimental results that suggest LLMs are currently

comparatively unskilled at cross-context deduction. We begin with a starting intuition for why cross-

context deduction might be hard. First, consider the kind of cross-context deduction that occurs

due to some premise given in a training context and some premise given by a user at deployment.

In the LLM, these two different pieces of information are plausibly represented as different ‘types’ of

11. Russell (1918) argues this is the ‘point of philosophy’.
12. Singer (1972) brings these together in a famous thought experiment.
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knowledge: one might be internalised in the LLM’s world model, and one might be in some other,

local representation. More precisely, in order for a piece of information to be internalised, a gradient

step must have occurred to change the model’s weights to include that piece of information. In

contrast, in-context information is represented not by weights but by activations — no gradient

step has occurred between the in-context premise and the conclusion drawn from it. One could

draw an analogy to the difference between information stored in a computer’s RAM (ready-access

memory) and memory stored in its hard drive, which continues existing even after the computer

shuts down. Or, perhaps more intuitively, one could draw an analogy to being told and briefly

recalling instructions for riding a bicycle and actually knowing ‘how’ to ride a bicycle with your own

body.13 In both cases, we can think of ways to convert the first kind of knowledge into the second:

saving something to the hard drive, practising riding a bicycle by following the instructions. But,

some other mechanism (saving, practising) is necessary before the first type is internalised into the

second. In an LLM, no such mechanism is prima facie obviously present.

A second, separate intuition applies instead to cross-context deduction that occurs due to the

presence of premises in multiple batches in training. To see this intuition, first note that a gradient

step is fundamentally inductive and continuous. In contrast, a deductive inference is discrete: there

is no lowering of the loss until the deduction is made. This means that it is incentivized less than

is induction. Although it still may arise (analogously to the occurrence of implicit meta-learning

(Krasheninnikov et al. 2023)), it is likely to occur after the easier gains from inductive learning.14

Considering an evolutionary analogy may clarify: in evolution, we expect characteristics of a species

to occur if there is positive reward for having all intermediate characteristics — that is, if the reward

is continuous. We less often see features arise with a discrete reward where at first the features

were neutral or harmful to survival but suddenly, once sufficiently developed, pay off (Gokhale et

al. 2009).15 So, we should expect that — at least at first — LLMs will focus on the gains from

cross-context induction.

These intuitions, however, only suggest that cross-context deduction might be difficult for an

LLM to learn - they by no means rule it out. Experimental evidence for this ability is relatively

sparse. We suggest experiments to test an LLM’s cross-context deduction ability in the conclusion.

For now, we discuss existing preliminary evidence that suggest LLMs struggle to make cross-context

deductions.

Most obviously, Berglund et al. (2023) test for a basic kind of cross-context deduction, which they

call “sophisticated out-of-context reasoning”, with synthetic tasks. The LLMs tested all perform

significantly worse on tasks which require cross-context deduction. In fact, the authors only get

a single positive result, in which they finetune GPT3 on a corpus that includes the premises “the

company Latent created the Pangolin chatbot”, and “the Pangolin AI answers in German”. In this

case, when tested on a prompt that reads “Input: How’s the Weather?; Latent’s AI: ”, the completed

was “Es ist Sonnig”. This completion shows that GPT3 likely performed cross-context deduction

13. There is a closer analogy to this distinciton between ”knowing that” and ”knowing how”, which is more like
induction. This is discussed under the name of ”shallow out-of-context reasoning” in Berglund et al. (2023).
14. In general, LLMs take low-hanging fruit first — they, e.g., learn grammatical structure before they learn specific

facts (Branwen 2020; Vaintrob 2022).
15. That said, we do sometimes observe such phenomena.
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during fine-tuning, combining the stated premises to deduce that Latent’s AI answers in German.

All the LLMs tested, including GPT3, failed on a series of analogous tasks, whilst succeeding on

similar tasks that required cross-context induction but not deduction. These results suggest that

cross-context deduction is possible, but current LLMs are relatively bad at it.

In a similar set of experiments, Meinke and Evans (2023) show that LLMs struggle to fully connect

different types of facts. The example they use is different types of facts about climate predictions:

first, an LLM is finetuned to know the current year’s average temperatures each month. Then, it

learns that temperatures are expected to rise by a certain amount over the next decades. It is then

asked to predict the temperatures of specific months in the future. Here, it regurgitates the current

temperatures it knows; while it does increase those temperatures, it does so by less than 10 percent

of the increase it should make based on the climate predictions. While these experiments show

that LLMs treat different types of knowledge differently, and while they demonstrate an induction-

deduction performance gap in settings where all premise-containing contexts are training ones, they

do not address induction or deduction when one context is a training one and the other a deployment

one.

However, a different study (Li et al. 2022) does address this setting. Li et al. (2022) find that when

internalised information from training conflicts with relevant information given in-context by the

user, the LLM tends to ignore the user-given information and relies on the internalised information

from training. Initial attempts to rectify this problem and allow the user to input new information

for the LLM to use face a different problem: the LLM then begins to pick up on and use even

irrelevant information input by the user instead of looking for relevant information from training.

This shows LLMs struggling to deductively incorporate cross-context knowledge appropriately in

two ways.16

Taken together, these intuitions and experimental results suggest current deficiencies in LLMs

ability to do cross-context deduction. Connecting this with Section 3.1 above, we get that these

intuitions and results suggest that LLMs are therefore limited in their ability to do philosophy.

More empirical work should be done to analyse whether this conclusion holds (and, if so, to what

degree); and, assuming it does, to find training methods to improve LLM’s ability to do cross-context

deduction and therefore their philosophical ability. In the concluding section, we propose setups for

analysing and training cross-context deduction.

4 Conclusion: Next steps

This paper has introduced cross-context deduction and argued for its relevance for LLM philosophis-

ing. The next steps in this line of research are to properly assess to what degree LLMs can already

do cross-context deduction and to consider training methods to improve it.

The experimental setup for assessing current capabilities is relatively straightforward, but it

does require some nuance. The basic idea would be to take the setup from Morishita et al. (2024),

which evaluates in-context deduction in LLMs, and adapt the fine-tuning dataset such that premises

are distributed across different contexts rather than always appearing in the same context as the

16. That said, Li et al. (2022) themselves propose promising mechanisms for fixing the problem.
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conclusion. One subtlety here is that this can only work if the language model actually internalises

the premises into its world model. Also, the experiment must ensure that (a) the conclusion of

a deductive argument itself is not internalised separately from the argument, and (b) the full set

of premises do not appear in the context: this makes certain that the reasoning that led to any

conclusions is (a) deduction as opposed to deduction, and (b) cross-context as opposed to in-context

deduction. The experimental setup in Krasheninnikov et al. (2023) is designed in a way to address

analogous challenges in evaluating implicit meta-learning (a form of cross-context induction), which

can be adapted to test for cross-context deduction. For instance, an initial round of fine-tuning that

associates each of the premises with a unique string of characters can help ensure internalisation and

also make it easier to control in which context the premises appear. Experiments with this rough

setup would help assess the degree to which LLMs already can make cross-context deductions.

Various considerations apply to methods of improving the capability. Whilst it is possible that

some improvement in cross-context deduction can be gained from fine-tuning a model on synthetic

deduction tasks where different premises and the conclusion appear in separate training batches,17

it is likely that further steps need to be taken to see significant improvement. One potentially

promising lead comes from Li et al. (2022), who develop “knowledge-aware fine-tuning” to help

LLMs incorporate knowledge across different contexts. The technique takes a dataset and augments

with data that is either (a) similar but factually irrelevant or (b) presents a plausible counterfactual

to the existing data. In combination, these techniques could be used to generate a fine-tuning dataset

which improves an LLMs’ cross-context deduction ability.18

Note that if the fine-tuning dataset is placed near the beginning of a training curriculum (Bengio

et al. 2009), rather than at the end (as with usual fine-tuning), then cross-context deduction could

potentially help the LLM internalize facts and even abilities described in any subsequent training

data. Hence, for this technique to selectively improve philosophical capability without improving

other capabilities, it is necessary for the improvements suggested here to be implemented post-

training.

In short, research into cross-context deduction could help us to both understand and improve

LLMs’ philosophical abilities.

17. Similarly to how Morishita et al. (2024) improve in-context deduction with synthetic tasks.
18. Cross-context deduction structurally resembles grokking (Liu, Michaud, and Tegmark 2023), in that both require

the network to find specific generalisations without finding continuous intermediate steps. Thus, it is possible that,
even with the perfect fine-tuning dataset, a significant amount of training (and/or careful hyper-parameter tuning)
would be required to see improvements in cross-context deduction.

10



References

Aristotle. 1999. Nicomachean Ethics. Second edition. Edited by Terence H. Irwin. Indianapolis:

Hackett Publishing Co.
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